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Abstract

The article addresses hardware-software and other key aspects of the artificial
intelligence development strategy for mobile technologies. The proposed
components of the strategy include a series of approaches to address issues
related to the development and deployment of large language models on
mobile devices, as well as suggestions for improving connectivity, memory
management, and data security.
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List of Abbreviations
AI Artificial intelligence
LLM Large language model
SDG Sustainable Development Goals
NLP Natural language processing
UNHCR United Nations High Commissioner for Refugees
WIPO World Intellectual Property Organization
IoT Internet of things
FG-AI4A The use of artificial intelligence in the agricultural

sector
ATHENA Advanced Tools for Historical Environment

Assessment
FG-AI4AD Focus Group on AI for Autonomous and Assisted

Driving
WFP World Food Programme
UNFPA EECARO United Nations Population Fund Eastern Europe and

Central Asia Regional Office
Edge Edge devices, network edge devices, are computational

devices or systems located at the periphery of a
network, closer to end-users or data sources

GPT-4 Generative Pre-trained Transformer 4
GPU Graphics Processing Unit
NPU Neural Processing Unit
ASR Automatic Speech Recognition
LVM Large Vision Model
QML Quantum Machine Learning
MIMO Multiple-Input, Multiple-Output
MANET Mobile Ad-hoc Networks
LIDAR Laser Radar Probing

1 Introduction

Mobility in the modern world is one of the key characteristics that play a
crucial role in the life of mankind, reflecting the transience and flexibility
of societal processes, granting people the opportunity to be efficient and
always at the center of events. This trend is observed in various spheres, from
technology to social relations. Smartphones, tablets, wearable devices, and
other mobile gadgets have become an integral part of our daily lives. People
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can stay online, communicate, work, and entertain wherever they are. Mobil-
ity aids the ability to build a career, study, or relocate in search of better
living conditions. Business is also adapting to the growing need for mobility.
Remote work, e-commerce, and mobile apps for business reflect shifts in con-
sumer behavior and business strategies. Thanks to electric and autonomous
cars, car-sharing, electric scooters, and passenger drones, people are striving
for greater mobility both within cities and beyond.

The trend of mobility has not bypassed the education sector. The spread of
online courses, virtual classroom services, and educational mobile apps due
to the COVID-19 pandemic allows for effective assimilation of educational
programs regardless of geographical location.

Mobility is also a crucial characteristic of modern military actions. In the
face of unpredictability and rapidly changing circumstances on the battlefield,
the ability to quickly adapt, respond, and reallocate resources can determine
the fate of combat missions. Modern military technologies, such as drones,
autonomous military vehicles, and armored machinery, enhance the mobility
of military operations. These technologies allow for real-time tracking of
enemy maneuvers, facilitate fast movement of units, and provide the capa-
bility to carry out tasks without direct human intervention. Consequently,
thanks to the ability to swiftly respond to changes on the battlefield, military
strategy and tactics have become more flexible and dynamic. Relying on
mobile communication systems, military commanders can execute opera-
tional management, receive data in real-time and send relevant instructions to
the frontlines. Overall, mobility in modern military actions can be a decisive
factor influencing the success or failure of a military operation.

However, unfortunately, this same mobility can lead to the rapid spread
of military conflicts when opposing sides use mobility technologies for
invasions or swift offensive operations.

In summary, by “mobile technologies” we mean a set of technolo-
gies, devices, software, and communication standards that allow users to
access information, communicate, and perform various tasks using mobile
devices such as smartphones, tablets, wearable electronics, etc. These tech-
nologies provide users (be it humans, robots, piloted or unmanned platforms)
the ability to interact with data and other users in real-time, regardless of their
physical location.

At this stage, the main trend in the development of mobile technologies
lies in the application of artificial intelligence (AI) to enhance their efficiency
and functionality. In this context, mobile operating systems, mobile inter-
net access services, mobile software applications, communication standards
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(such as 4G, and 5G), and other components are noteworthy as targets for AI
implementation.

The field of integration between artificial intelligence and mobile tech-
nologies is rapidly evolving, so companies that implement AI-based innova-
tions gain competitive advantages by offering users more personalized and
intuitive products and services. Specifically, AI can analyze large volumes of
user data to predict their needs, adapt to changes in behavior, and respond
to market trends. This ensures the ability to provide more relevant content,
recommendations, forecasts, and other features that enhance the user expe-
rience. High hopes are placed on AI due to the need for further automation
of the increasing volume of tasks, reducing resource costs, and improving
productivity.

At the same time, ensuring the sustainable development of artificial intel-
ligence technologies for the mobility needs of society is impossible without
forming an appropriate strategy.

As is known, in the field of management, strategy is an essential tool
for any organization or project, helping to prevent chaotic development and
ensuring coordinated efforts. Strategy defines a clear direction of actions,
focusing on the main priorities and dismissing insignificant or distracting
tasks. It acts as a unique roadmap for leadership, indicating how to achieve
the desired future state through coordinated collaboration and mutual under-
standing of objectives and tasks. The constant limitation of resources and the
need to allocate and direct them optimally to achieve maximum effectiveness
of expected results adds particular significance to the strategy. Having a strat-
egy helps organizations anticipate potential changes in the environment and
prepares them for rapid adaptation to such changes, providing mechanisms
for monitoring progress and making adjustments based on collected data. The
most significant factor influencing the realization of the positive and negative
potential of AI is the degree of its autonomy or self-freedom. The more
freedom AI is granted, the more unpredictable the outcome will be, the more
human norms and values may change, and the less it will be able to “explain”
its actions to humans. Identifying potential threats and opportunities based on
this allows for the development of plans for different scenarios and adaptation
to future changes, ensuring readiness for innovations. In turn, a clear under-
standing of strategic goals and tasks can motivate achieving better results,
knowing that the community’s efforts are directed towards important and
priority tasks. In all these aspects, the strategy acts as a means of internal and
external coordination, helping society stay focused, efficient, and prepared for
future challenges.
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Thus, by having a clear development strategy for AI in the field of mobile
technologies, states and organizations can identify priority areas of activity
and focus resources on the most promising projects, ensuring confidence
in the chosen course. Considering the outlined role of strategies, leading
countries of the world and international organizations, including NATO, have
developed and approved general strategies for the development of artificial
intelligence [1, 2]. Along with this, further steps are needed for their detail-
ing and implementation, specifying and synchronizing efforts both within
individual countries and on the international stage. Evidence of this is the
activity of the United Nations (UN) in the field of artificial intelligence.

2 UN Efforts in the Field of AI Development: The Context
of Mobile Technologies

A comprehensive overview of the UN activities in the field of AI can be
obtained by reviewing documents [3, 4]. The report [3] presents over 200
projects developed by 40 UN bodies and institutions, aimed at accelerating
the achievement of the UN’s Sustainable Development Goals (SDGs). Many
of the projects are funded by the UN itself, while others are implemented with
the support of external partners and organizations, such as the Swiss Agency
for Development and Cooperation, the World Bank, and others. Moreover,
some projects are part of larger programs or initiatives funded from multiple
sources. Relevant projects cover a wide range of areas, from health and
infrastructure to inequality and environmental issues. Document [3] provides
an analysis of key trends, pointing out areas where the UN system needs to
put more effort. In particular, emphasis is placed on SDG 3 (Health and Well-
being), 9 (Industry, Innovation, and Infrastructure), 10 (Reducing Inequality),
13 (Responsible Consumption and Production), and 17 (Partnerships to
Achieve the Goals). Over 15% of the reported projects were dedicated to
AI solutions related to addressing the consequences of COVID-19 or pre-
paredness for pandemic responses. Notably, the most common outputs of UN
projects in the field of AI that can be used to address challenges hindering the
achievement of SDGs are datasets and software tools, including for mobile
applications.

Historically, support has been justified in the context of a series
of projects [3] for the use of natural language processing (NLP),
which essentially allowed the creation of a foundation for the further
implementation of popular AI applications in modern mobile technologies
(GPT-4, Bing, Gemini, etc.). Among such projects mentioned in [3], several
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typical examples deserve special attention. In particular, the innovation ser-
vice of the United Nations High Commissioner for Refugees (UNHCR) used
NLP to create an efficient time-saving process, avoiding manual analysis and
classification of data. This is used to assist the organization in understanding
issues related to the UNHCR protection mandate, such as incitement of
hatred, discrimination, xenophobia against refugees and individuals seeking
shelter, and other individuals who are the concern of the UNHCR.

The Regional Innovation Centre of the United Nations Development
Programme’s Bangkok Regional Hub has started researching the use of
NLP, machine learning (ML), and network analysis for the analysis of
dense, unstructured data, while the World Intellectual Property Organization
(WIPO) uses NLP in its “WIPO Translate” project, a leading software for
translating specialized texts. It can be adapted and configured for other
technical areas and mobile applications.

The Executive Office of the UN Secretary-General developed a radio
monitoring system that can “listen” to radio stations, translate audio using
machine learning models to convert speech to text and analyze content using
NLP methods for display on the user interface.

These examples show that NLP is used in various directions within the
UN’s AI initiatives, from translation and text analysis to speech recognition
and data classification, with an emphasis on user mobility.

The analogous report on the activities of the United Nations in the
field of artificial intelligence for the year 2022 [4] showcases several new
developments and changes compared to the 2021 edition. Notably, there was
an observed increase in the number of participants and presented projects
(84 new projects introduced in 2022). When analyzing the focus on achiev-
ing sustainable development goals, it should be noted that despite a strong
emphasis on SDGs 3, 9, 10, and 17, there was a rise in the number of projects
targeting SDG 16 (Peace, Justice, and Strong Institutions) in 2022.

Compared to the year 2021, there has been an increase in reporting on
projects related to human rights, ethics, justice, agriculture, and telecommu-
nications when “Digital Transformation” was identified as a priority thematic
area. Significantly, many of the projects and initiatives discussed in the
document involve the development and use of mobile applications to achieve
their goals. Specifically, document [4] describes several projects that use AI in
the context of mobile technologies in the fields of agriculture, transport, and
telecommunications. For instance, the focus group on Artificial Intelligence
and the Internet of Things (IoT) for digital agriculture (FG-AI4A) has studied
the potential of new technologies, including AI and IoT, in supporting data
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collection and processing, improving modeling to increase the volume of
agricultural and geospatial data, and ensuring effective telecommunications
for measures related to the optimization of agricultural production processes.
This project involves the use of mobile technologies for data collection and
communication.

The ATHENA project developed a set of artificial intelligence tools for
systematizing the International Fund for Agricultural Development (IFAD)
portfolio to facilitate results measurement and institutional learning, improv-
ing knowledge management by deploying AI/ML in IFAD’s information and
communication technologies (ICT) systems to make the project outcomes
and lessons learned accessible and practical. This project may entail the use
of mobile technologies for accessing and interacting with the AI toolset.

The United Nations Office on Drugs and Crime (UNODC) illegal crop
monitoring program uses AI for the detection of prohibited plantings. This
project also relies on the use of mobile technologies for data collection and
transmission.

In the field of transport, the Focus Group on AI for Autonomous
and Assisted Driving (FG-AI4AD) under the auspices of the International
Telecommunication Union (ITU) has completed a project to support the stan-
dardization of services and applications based on artificial intelligence sys-
tems in autonomous and assisted driving. The primary goal is to ensure that
the performance of AI on the roads will be on par with or exceed that of
a competent driver. By achieving international harmony in defining mini-
mum performance standards for AI systems, this is intended to facilitate the
introduction of AI on roads and direct efforts to reduce road traffic injuries,
which are the leading cause of death among children and youth aged 5–29
years. AI can play a significant role in reducing 1.3 million road deaths
and 25 million injuries annually, and also contribute to safe, accessible, and
sustainable transport development. The FG-AI4AD’s activities concluded in
September 2022 with the development of three technical reports, which were
forwarded to ITU-T SG16 for further discussion:

“Automated driving safety data protocol – specification” [5];
“Automated driving safety data protocol – Ethical and legal considera-
tions of continual monitoring” [6];
“Automated driving safety data protocol – Practical demonstrators” [7].

In the telecommunications sphere, typical projects [4] are dedicated to
the use of AI in the process of creating and distributing TV and radio content,
including to mobile users. AI ensures automatic extraction and localization
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of content from vast archives, generating accessible services like subtitling,
audio description, text-to-speech, and sign language, much faster and more
accurately than operators do. AI is also being explored as an effective tool for
spectrum management and radio monitoring activities, including in relation
to moving radiation sources.

A rather significant group of UN projects [4] utilizes mobile applications
to achieve their goals. For example, the “MEZA” project [4] involves devel-
oping an optical character recognition system based on artificial intelligence
to digitize handwritten records, speeding up the collection and analysis of
data on the nutrition of millions of malnourished children. The corresponding
application allows the WFP and governments to promptly obtain necessary
information and enhance the efficiency of combating malnutrition in remote
medical clinics.

The project “AMMA App – Period & Pregnancy Tracker” [4] was ded-
icated to improving a mobile application named “Amma”, which allows
women to have informed, safe, and healthy pregnancies under the remote
supervision of doctors. With the support of United Nations Population Fund
(UNFPA) Eastern Europe & Central Asia Regional Office (EECARO), addi-
tional content for mobile applications was created within the project to
convey more accurate information about safe pregnancy, prenatal care, ana-
lyze ultrasound images with the help of AI, and more. Every year, 10 million
pregnant women download the app, and it is available in 13 languages.

This list of UN efforts can be extended and leads to the conclusion that
the integration of AI and mobile technologies is a common trend. However,
mainly ready-made fundamental-level solutions in the AI field are used,
whereas the problem lies in developing long-term approaches to achieving
maximum synergy between AI and the applied aspects of mobility. An
appropriate AI development strategy in mobile technologies must take into
account the specifics of mobile devices, user needs, and technical capabilities.
Let’s consider several key aspects that should be taken into account when
forming such a strategy.

3 Key Elements of An Effective Development Strategy for
AI in Mobile Technologies

3.1 Searching for New Neural Network Architectures and LLM

One of the main issues in the mentioned field is the need to optimize the
architecture of AI models for mobile devices and systems, which, as we
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know, have limited resources (for example, computing power, memory, and
battery energy). Therefore, neural network structures, especially LLM (Large
Language Model), which often require significant computational resources,
should be optimally scaled for mobile devices to efficiently use resources.
This will ensure high execution speed and efficiency in terms of energy
consumption. Moreover, considering that internet access can be limited, AI
models should operate both online and offline.

Global trends in the AI sector involve the development of hardware
platforms to reduce the cost of implementing local versions of LLM and
scaling them to the level of Edge devices, as well as further development
of non-local LLMs. Additionally, a promising direction is the adoption of
transformer-informer architectures of LLM for solving multimodal genera-
tive AI tasks, including joint processing/generation of text, images, video,
and audio. A prime example of this is the integration of the GPT-4 [8] service
and DALL-E3 into GPT-4V, the development and refinement of a multimodal
language model for language and image processing called LLaVA (Large
Language-and-Vision Assistant), which by October 2023 had already distin-
guished itself in tasks such as image descriptions and answering questions
about their content [9]. Notably, LLaVA can be trained on a single 8-A100
GPU. Another example of the progress in the development of multimodal
language models is Kosmos-2 [10] with a chatbot function similar to LLaVA’s
for providing insight information about images. It’s easy to predict that such
a service will be in demand in smartphones shortly. It’s entirely possible
that this approach will gradually replace traditional image segmentation
technologies [11] and object detection [12, 13], although there will still be a
niche for them in extremely resource-limited mobile applications. Moreover,
there may be some integration of traditional neural network architectures with
transformer structures.

Improvement of neural network architectures and large language models
can involve a range of strategies aimed at increasing productivity, accuracy,
flexibility, and interpretability. One way or another, they presuppose the
development of more efficient optimization and weight initialization algo-
rithms to accelerate learning, and the application of quantization and weight
factor coarsening methods to reduce memory and computational resource
requirements. Modularity and flexibility are achieved using modular architec-
tures, which allow components to be easily replaced or added to enhance the
functionality and flexibility of the system. This also enables the distribution
of hyper-neural network modules in Fog and Cloud environments, among
swarms of autonomous platforms, while maintaining coherent functioning
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and the ability to form output results after parallel data processing. The
adaptability of neural network architectures to work with new types of data
or tasks also plays in their favor, for example, due to the sequential or parallel
integration of specialized adapters into the architecture. Additionally, the
modularity of the architecture allows it to work with large-volume LLMs by
sequentially reloading its configuration into the processor in several stages.
Depending on the available memory capacity of the hardware platform, for
instance, loading a local version of an LLM like GPT-3 may require several
hundred reloads.

With the indicated direction, there is a close connection to the develop-
ment of entirely new architectures, for example, through the introduction of
new types of layers or mechanisms of attention or intentions. The effective-
ness of such an approach is evidenced, for example, by the application of the
distributed attention mechanism in the local LLM Mistral-7B family [14],
which, despite their small size, can demonstrate effectiveness comparable to
some LLMs with 10 times more tuning parameters. For instance, according
to data from the platform for evaluating open language models, Open LLM
Leaderboard [15] on the Hugging Face portal, LLM Dolphin-2.1-mistral-
7b [16] (7 billion parameters) surpassed the average indicator level of 67.06
in the ranking list, models with 70 billion parameters LLaMa-2-70b-chat-
hf (66.8), Aria-70B (66.76), WizardLM 70B V1.0–GPTQ (66.47), and also
180-billion LLM Openbuddy-Falcon-180b-v13-preview0 (67.01). Similar
results are demonstrated by Mistral-7B-OpenOrca [17], which, according to
the MT-bench test, matched LLaMa-2-70b-chat (see Table 1) and slightly

Table 1 The comparison of the effectiveness of some LLMs
Model MT-bench (score) MMLU
GPT-4 8.99 86.40
Claude-2 8.06 78.50
GPT-3.5-turbo 7.94 70.00
Claude-1 7.90 77.00
WizardLM-70b-v1.0 7.71 63.70
Vicuna-33B 7.12 59.20
WizardLM-30B 7.01 58.70
Mistral-7B-OpenOrca 6.86 61.73
LLaMa-2-70b-chat 6.86 63.00
Vicuna-13B 6.57 55.80
Guanaco-33B 6.53 57.60
Guanaco-65B 6.41 62.10
OpenAssistant-LLaMa-30B 6.41 56.00
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lagged behind this version of LLaMa-2 in the MMLU (Massive Multitask
Language Understanding) indicator.

Overall, the synthesis of efficient architectures is a complex task, yet its
effectiveness can significantly enhance the capabilities of mobile AI tech-
nologies when successful solutions are found. For this reason, this direction is
a priority in the list of components of the AI development strategy for mobile
users. It requires substantial human and hardware resources, so the optimal
approach is to search for new architectures primarily by open communities of
enthusiast developers and scientists with the goal of further scaling advanced
LLM architectures for solving multimodal tasks of generative AI, espe-
cially for joint processing/generation of texts, audio, images/videos. In this
process, it’s important to develop models capable of operating in mobile
applications with a large number of tokens (up to 100,000) for processing
extensive texts (books, reports, groups of articles) and videos. In the context
of synthesizing new architectures, deep collaboration with neurobiologists
and representatives of other brain sciences will also be a key to success,
aiming to leverage the results of studying natural neural organizational
structures.

3.2 Improvement of the Hardware Implementation of AI

Creating a mobile artificial intelligence infrastructure based on Large Lan-
guage Models is a complex task due to the vast number of parameters and
computational resources required for real-time data processing and analysis.
These aspects can serve as a foundation for formulating an AI development
strategy in mobile technologies.

To address issues related to the creation of a mobile AI infrastruc-
ture based on LLM, a strategy is proposed that includes a series of
recommendations.

Firstly, there’s a need to develop lightweight models with 7–13 billion
parameters that can be efficiently deployed on Edge devices, ensuring suf-
ficient productivity and accuracy. This will reduce the computational and
energy requirements since the maximum power of Edge devices should
be limited to 100W, taking into account power consumption management
under various scenarios. LLMs with 30 billion tuning coefficients should be
considered as the complexity limit for advanced Edge devices.

The development of the mentioned hardware platforms will reduce the
cost of implementing local versions of LLM and their scaling to Edge device
levels and will also promote the further development of larger non-local
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LLMs to be localized at data centers, companies, enterprise, and organi-
zations. Additionally, quantization techniques should be used, relying on
reduced precision data formats, such as FP16 or BF16 (BFloat16) [18], to
alleviate memory requirements and improve inference speed. Notably, the
BF16 format is gaining more and more supporters among machine learning
hardware developers because it has an optimal precision-to-range ratio [18],
making it ideal for deep learning tasks where numerical reliability and
convergence are crucial.

Secondly, it is recommended to only perform inference procedures on
Edge devices, whereas fine-tuning and model updates should be carried
out on more powerful servers or in the cloud environment, to ensure
optimal training and tuning of models before deploying them to Edge-
device. Notably, such servers can be deployed in multiple tiers, incorporating
intermediate Fog Computing at the level of desktop computers, laptops,
user tablets, or drone control consoles, which directly interact with mobile
devices, and also at cellular base stations, which provide connection to cloud
services [19]. Both cloud and Fog computing are capable of compressing
and processing multiple requests from many users of the AI service simul-
taneously. For example, compressing and aggregating tens of thousands of
requests in a cloud service can significantly reduce costs for accessing such
services and maintaining their 24/7 operation. An AI with functionality
similar to Siri should continue to be implemented using Cloud-computing,
especially when scaling this service to LLM with 100 billion parameters and
more, and with fine-tuning.

Worthy of attention is the concept of integrating additional AI comput-
ing resources into traditional power banks and portable charging stations,
which will serve not only as an additional power source for smartphones or
other gadgets but also as a means of expanding the neural network model
and an auxiliary computing resource when implementing AI algorithms in
interaction with smartphones.

Ensuring data exchange in the AI Fog environment, as well as uploading
updated and retrained neural network models to mobile devices, can be
done not only through cable connections but also through Wi-Fi and 5G/6G
cellular networks to reduce data transmission delays. Implementing advanced
5G/6G communication networks will also reduce the data transfer time
between Edge devices and cloud servers. More detailed strategic directions
for communication improvements will be discussed separately.

Thirdly, it is important to seek opportunities for hardware acceleration of
AI algorithms on end devices, including the use of specialized accelerators for
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matrix and tensor operations, parallelizing matrix multiplication, and other
computational operations.

An example of this approach in the field of mobile technologies is the
Qualcomm Snapdragon 8 Gen 3 [20] mobile processor, which uses the AI
coprocessor NPU (Neural Processing Unit) Hexagon, which, according to the
developer, provides a 98-percent increase in performance and a 40-percent
increase in energy efficiency in tasks related to AI algorithm operation.
The NPU Hexagon supports multimodal generative AI models with 10 billion
parameters, including popular LLMs and machine vision models (LVM),
as well as automatic speech recognition (ASR) based on neural network
transformers. According to Qualcomm, image generation using the NPU with
the Stable Diffusion neural network is done at a rate of 1 second. In the case
of the LLaMa-2/Baichuan LLM language models, the NPU can process more
than 20 tokens per second.

In general, it should be noted that for LLM, the token passage rate (Rate)
is a very important indicator. For a person to comfortably read the responses
of GPT-4, for example, it is necessary to generate text at a rate of no less
than 3 words per second. Meanwhile, in Ukrainian texts, a single word often
corresponds to 6–8 tokens in typical tokenization and embedding libraries.
Thus, the performance indicator of the mentioned NPU, which processes
20 tokens per second, is almost borderline acceptable. At the same time,
one should take into account the time for embedding the input stream and
converting tokens into language that is easily comprehensible to humans.

Overall, the indicated neural processor efficiently transfers the capabil-
ities of modern generative artificial intelligence into a chipset. This signif-
icantly speeds up labor-intensive operations that were usually offloaded to
cloud computing. It’s not difficult to predict that reducing the NPU’s topology
from the current 4 nm to 2 nm or less will eventually overcome the threshold
of 20 billion LLM tuning parameters, which is quite substantial for the further
democratization of mobile AI services.

Besides specialized neural processors, efficient memory management
plays a significant role in mobile AI platforms, including optimizing the inter-
face between the neural processor and memory and using high-performance
High Bandwidth Memory (HBM) to accelerate data access. The aforemen-
tioned need to increase the number of tokens to 100,000 is accompanied by an
increase in their length, leading to the need to store intermediate computation
results. As a result, the response speed of the neural network is largely
determined by the memory interface. For example, when implementing atten-
tion mechanisms, it is necessary to fully read and reload the coefficients
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Figure 1 The dependence of normalized values of required VRAM volumes on the bit depth
of weight coefficients representation for LLM LLaMa-1 7B.

of matrices Q, V, and K [21]. The problem is that the time to reload them
currently exceeds the computation time. The situation is also complicated by
the need to protect data by encrypting (scrambling) it during the exchange
between the RAM and the AI accelerator to prevent information leakage.

Regarding memory requirements, it’s recommended to specify a petabyte
threshold as the desired level. The general methodology of calculating the
size of Video Random Access Memory (VRAM) requirements for training
LLM and inference processes is considered in [21, 22]. As an example,
Figure 1 illustrates for LLM LLaMa-1 7B, based on data from [22], the
impact of the bit depth of weight coefficients, plotted along the horizontal
axis, on the minimum necessary VRAM sizes. The relative VRAM vol-
umes are shown along the vertical axis, normalized to the model size (7B).
Essentially, this chart demonstrates how many times the necessary VRAM
resources exceed the declared volume of the LLM and reflects the nonlinear
nature of the corresponding dependence on the bit depth of the model’s
weight coefficients. However, this requirement isn’t so pressing considering
the practice of reloading interim results. According to experts, with the
neural network coefficient format of FP16, using 4 HBM-memory chips with
a capacity of 4 Terabytes each is sufficient to cover a need of 600 Ter-
abytes, taking into account a reasonable volume of data reloads per second.
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Furthermore, the use of sequential compression techniques and efficient data
representation can help reduce the required memory volume.

A similar approach of sequential loading of LLM segments can also
be applied to an architecture based on the community of experts (agents)
principle. As noted in [23], the use of a mixed architecture allowed the LLM
Mixtral 8x7B to outperform LLaMa-2 70B and GPT3.5-turbo in a number
of a variety of benchmarks. According to [23], the Mixtral 8x7B architecture
combines 8 Mistral 7B models, each specializing in a specific set of tasks.
The subsequent moderation mechanism ensures the adaptive selection of the
most relevant response from the collective models for each user query. This
approach aligns with the principle of selecting experts of specific specializa-
tion depending on the context of the task at hand. Importantly, the synergistic
effect achieved by combining several specialized models lies not only in
improving the quality and speed compared to larger monolithic LLMs but
also in a relative reduction in the number of parameters necessary for the
instance process. In particular, as stated in [23], the 47-billion Mixtral 8x7B
architecture only requires 12 billion tunable weight coefficients. This signifi-
cantly reduces hardware resource requirements to maintain LLM operability.
Moreover, replacing a monolithic architecture of larger size with a collection
of several smaller LLMs in the case of Mixtral 8x7B allows the use of the
principle of sequential loading into the memory of the neuroprocessor of
individual models or clusters formed from them, depending on the context
of the task being solved.

Significantly, the application of a mixed architecture like Mixtral 8x7B
can be scaled to other small-dimension LLMs. Specifically, this approach is
suggested for use with Google’s developed LLMs Gemini Nano 1, which
has 1.8 billion parameters, and Gemini Nano 2 with 3.25 billion parameters
[24–26]. As a result, for example, a collection of 8 or 16 LLM Gemini Nano 1
can be considered as an alternative to Mixtral 8x7B. Within this conglomer-
ate, the bit depth of weight coefficients can vary from model to model. For
instance, several Gemini Nano models may have a 4-bit weight coefficient,
while others have an 8-bit one, etc. Additionally, to form a community of
experts, both homogeneous sets of LLMs and their various combinations
can be used. For example, 4 LLM Gemini Nano 2 can be combined with 8
LLM Gemini Nano 1, utilizing the potential of the more powerful models for
processing images or videos and leaving text processing to Gemini Nano 1.
Similarly, within a single architecture, such as Gemini Nano and Mistral 7B
or other LLMs, can be combined. As a result, it becomes possible to maxi-
mally utilize available hardware resources, optimally tailoring the volume of
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the collective LLM to the size of the available VRAM of the graphics card or
the dedicated RAM segment for LLM operations.

Regarding mobile systems, the considered concept of integrating several
expert LLMs within a single model also simplifies the hardware distribution
of the collective LLM across multiple interacting devices. For example, in
this case, part of the overall model as a cluster of several Gemini Nano 1
and Nano 2 can be located in a smartphone, while another part, for instance,
Gemini Nano 1 – in smartwatches, smart headphones, or smart power banks.
Their integration into a unified whole is facilitated by high-speed communi-
cation channels. Such a version of Fog Computing, if necessary, can also be
implemented within a car, distributing the LLM conglomerate between the
onboard computer and the smartphones or other gadgets of the passengers.

Lastly, considering security needs, a coded configuration file for hard-
ware should be used for effective management and adjustment of hardware
parameters. This approach allows for the creation of an adaptive configuration
of hardware to meet the requirements of different usage scenarios, optimize
power, and ensure system safety.

The described hardware aspects of the strategy for creating a mobile AI
infrastructure based on LLMs should help address the outlined challenges
in the short and medium term and ensure more efficient and faster natural
language processing tasks on Edge devices.

3.3 Regarding the Strategy of Synergy Between Artificial
Intelligence and Quantum Technologies

Quantum technologies open up broad prospects for improving and acceler-
ating the development of artificial intelligence to meet mobility needs [19].
Their impact, especially in computational speed, can be significant: using
quantum phenomena, such as superposition and entanglement (Figure 2),
quantum computers can perform certain types of calculations much faster
than their classical counterparts. This can reduce the training and fine-
tuning time for artificial intelligence systems, thereby accelerating their
development. Furthermore, quantum cloud computing based on quantum
communications will contribute to scaling up large language models, and
neuro-transformers for processing and generating images and video content,
providing a hardware foundation for their integration and the development of
so-called strong artificial intelligence.

Known as Quantum Machine Learning (QML), this scientific field that
combines the principles of quantum physics and machine learning also has
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a) b) 

Figure 2 The development of quantum entanglement technologies in the medium-term
perspective has the potential to significantly expand the capabilities of (a) quantum communi-
cations and (b) quantum computing (DALL-E3).

significant potential to enhance the effectiveness of artificial intelligence.
It aims to harness the power of quantum computers to optimize machine
learning algorithms. Such quantum systems can offer opportunities for effec-
tive training of models on larger datasets and more nuanced problem-solving
in optimization.

Quantum technologies are also important in the context of ensuring
the security of artificial intelligence systems. The application of quantum
cryptography and secure quantum communications in quantum networks
can contribute to the development of highly resistant-to-hacking artificial
intelligence systems, ensuring their reliability and security. In this sense,
quantum key distribution will provide strict security measures to protect data
exchange between mobile users and cloud services.

In turn, the artificial intelligence development strategy should promote
the advancement of quantum technologies themselves. At the intersection
of artificial intelligence and quantum technologies, a combined strategy
should be formulated that merges both fields to accelerate the progress of
each. Notably, the use of machine learning can revolutionize the process of
designing and fine-tuning quantum systems. AI algorithms, processing data
from quantum communications, are capable of optimizing their parameters
to maximize productivity and efficiency.

Artificial intelligence methods can play a key role in calibrating quantum
devices and monitoring quantum systems. Detecting and correcting errors
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in quantum communication systems and quantum computers requires high
precision, which AI algorithms can provide.

Artificial intelligence can also contribute to quantum compilation LLM –
the conversion of quantum algorithms into programs designed for execution
on quantum computers. Here, machine learning becomes an indispensable
tool that will significantly improve the efficiency of this process.

In totality, the interaction between quantum technologies and artificial
intelligence initiates a powerful wave of progress in both fields. In a world
where there is intense competition for the implementation and ownership
of these technologies, such synergy can become a catalyst for significant
strategic changes in the use and development of artificial intelligence. New
opportunities open up for the advancement of both technologies. Thus,
studying and understanding the possible impact of quantum technologies
on artificial intelligence becomes a top priority for scientists, engineers, and
strategists in this field.

Monitoring the mentioned synergistic relationships will allow for under-
standing the deep mechanisms of the influence of artificial intelligence on
quantum technologies, which will open new horizons for scientific discover-
ies. Therefore, it is important to pay sufficient attention to the development
of both fields so that they continue to coherently complement each other
and contribute to societal development. This is not just a matter of scientific
progress but also a strategic task, the resolution of which will affect what the
future of technology will look like and their impact on our society.

3.4 Reduction of Computational Volumes Due to Special Matrix
Operations That Allow Parallelizing Data Streams

A critically important path to achieve parallelization and optimization of
computations in the mobile segment IT infrastructure is the introduction
of new mathematical methods and the refinement of existing versions of
the implementation of mathematical operations for big data processing. In
this context, the application of the tensor-matrix theory of neural networks,
developed, for example, in [27] based on the family of face-splitting products
of matrices [28, 29], deserves attention. The corresponding mathematical
apparatus allows formalizing neural network models of any complexity,
avoiding the limitations of classical matrix calculations, and reducing the
mathematical complexity of data processing libraries. This, among other
things, will contribute to increasing the transparency of the mathematical
models of neural networks and their controllability.
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As an example, the penetrated product of matrices can be presented
similar to [27]:

A■◦ B = [A ◦ Bn] = [A ◦ B1 A ◦ B2
... . . .

...A ◦ Bn
... . . . ], (1)

A =

a11 a12
a21 a22
a31 a32

 , B =

 b111 b121

b211 b221

b311 b321

b112 b122

b212 b222

b312 b322

b113 b123

b213 b223

b313 b323

, (2)

A■◦ B =

a11 · b111 a12 · b121 a11 · b112 a12 · b122 a11 · b113 a12 · b123
a21 · b211 a22 · b221 a21 · b212 a22 · b222 a21 · b213 a22 · b223
a31 · b311 a32 · b321 a31 · b312 a32 · b322 a31 · b313 a32 · b323

,
(3)

where matrix A can be considered as the input matrix of image pixels, while
each block of matrix B corresponds to a block of weight coefficients for
several neurons in one layer of the neural network.

3.5 Neural Network Models Accounting the Specifics of
Hardware Platforms

Modern neural networks are predominantly developed in high-level pro-
gramming languages, such as Python. An advantage of this approach is
the ability to run identical software models on various hardware platforms.
In doing so, the programmed model, as a sum of knowledge laid out in
the software product, remains robust since even if a particular hardware
component stops functioning, the knowledge regarding the neural network
architecture and its weight coefficients are preserved and can be launched on
other equipment [30]. However, a drawback of this approach is the neglect
of hardware-specific characteristics, resulting in excessive time and energy
consumption for computations. Given this, ideally, neural network models
for mobile devices should be written in Assembly language to optimize the
code and speed up computations.

On the other hand, if one doesn’t differentiate between software and hard-
ware, we get what Geoffrey Hinton called “dead computations” [30]. In the
context of neural networks, this means that the software model takes into
account the specific analogue properties of the hardware platform and is only
useful for that particular equipment. This provides advantages for the appli-
cation of low-energy analogue computations. However, a compiled model
cannot be scaled to other hardware resources that have certain distinctions.
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One solution is to strike a balance between the abstraction level of the
programming language used for neural network model development and the
complexity of the programming process.

At the same time, as pointed out in [30], digital computations allow the
launch of many copies of an identical model on different hardware. All these
digital agents can analyze different data and share what they have learned
very efficiently, averaging changes in their weight coefficients. Combined
with reinforcement learning and the back propagation training method, this
could potentially allow adapting neural network models to the physical pecu-
liarities of hardware solutions without losing their scalability and relocation
capabilities.

In the authors’ opinion, the development of this direction deserves atten-
tion since learning by examples could, quite possibly, allow us to abandon
the fundamental principle of informatics – the separation of software and
hardware in the future. Moreover, the significance of the approach to training
models directly on the device lies in the fact that it can not only improve the
response speed of neural networks but also ensure privacy preservation.

3.6 Directions for Improving Communication Tools

A promising direction in the field of data exchange in the AI Fog environ-
ment, apart from the already mentioned implementation of quantum networks
and 5G/6G communications, is the transition to data transmission protocols
that do not require routing. An example of this is the Barrage Relay method
developed by Trellisware Technologies, Inc. (USA) [31]. The peculiarity of
the Barrage Relay concept lies in the reuse of MIMO channels by re-emitting
the same packets in the same time slots by multiple nodes of the MANET
(Mobile Ad-hoc Networks) network. The Barrage Relay method eliminates
the need for routing protocols and allows for massive scalability of networks
with very low overhead costs. Unlike traditional approaches, Barrage Relay
does not require supporting infrastructure and enables each node to simul-
taneously transmit, receive, and relay information. The effectiveness of this
approach can be enhanced by employing AI.

Another effective means of reducing the amount of traffic between mobile
devices and the stationary segment of AI is augmented reality, which serves
as a connecting bridge between humans and AI. Standardizing augmented
reality symbols will minimize intensity and speed up human-AI interactions
using mobile gadgets. In this context, AI can be involved in generating
augmented reality symbols [32] and converting them back into audio or
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textual messages. Importantly, integrating AI with modern IoT and Aug-
mented/Virtual Reality (AR/VR) technologies opens up new opportunities
for developing multifunctional applications.

Reducing the requirements for data transmission channels is also
achieved by introducing the standardized SAPIENT protocol (Sensing for
Asset Protection with Integrated Electronic Networked Technology) [33, 34].
This protocol was developed in the interests of the UK Ministry of Defence
and NATO adoption [35]. The traffic advantage in the system with SAPIENT
is based on using not raw data from sensors but data processed by artificial
intelligence for the detection and classification of objects. They also make
decisions about their operation autonomously, for example, where to look
or when to zoom in on an image. This reduces the need for an operator to
constantly monitor the sensor output.

Thus, new standardized communication protocols aimed at optimizing
traffic through data processing by artificial intelligence point to the growing
role of autonomous systems in the communication landscape.

In addition to the transport level of communications, it is also necessary
to implement spectrally efficient types of signals at the physical level, for
example, considering their further super-Relay resolution [36].

3.7 Key Directions for Implementing AI in the Transport Sector

Transportation with autopilots, driver assistants, and unmanned platforms
form a separate niche where the features of AI integration and mobile tech-
nologies are most reflected. That’s why we will pay special attention to this
area, although there are undoubtedly other directions that deserve separate
consideration beyond this article.

Artificial intelligence is being introduced into the automotive industry in
various ways, bringing a revolution in many aspects of the design, production,
and operation of vehicles, making them safer, smarter, and more efficient.
These trends will continue.

Using a combination of cameras, radars, ultrasonic sensors, LIDAR,
and other sensors, AI can analyze the surrounding environment, predict the
actions of other road users, and make decisions about maneuvers on the road,
making cars fully or partially autonomous.

Many modern cars are already equipped with intelligent driver assistance
systems, such as automatic emergency braking, lane departure warning, or
automatic parking. Personal voice assistants, such as Siri or Google Assis-
tant, are integrated into cars, allowing drivers to control many car functions
without manual distractions.
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a) b) 

Figure 3 Automotive transport is a key object of the integration strategy (a), (b) of IT and
mobile technologies (DALL-E3).

AI can predict when a particular part of a car, such as brake pads or bat-
teries, may need replacement or maintenance. Such predictive maintenance
will reduce the cost of operating a car and help avoid emergencies.

With cameras and biometric sensors, some cars can recognize the driver,
automatically adjusting the seat, mirrors, and multimedia system settings.
Meanwhile, the AI assistant can suggest music tracks, news, or other forms
of entertainment based on the preferences of the driver and passengers with
service personalization. An adaptive user interface can significantly enhance
the comfort of using cabin space, allowing the built-in service system to
automatically adjust to user preferences.

For optimizing people’s mobile capabilities, AI, with the help of a cloud
service (Figure 3), can analyze real-time city traffic data and suggest optimal
routes to avoid congestion.

In electric vehicles, AI is capable of optimizing the use of battery packs
by predicting energy needs based on a given route, road condition scenarios,
and driving style. The more the smart car “learns” from the driver’s behavior
and traffic conditions, the better it can adapt and offer optimal solutions.
In this context, traditional neural networks for time series processing will
increasingly face competitive pressure from transformer architectures, an
example of which is the development of TimeGPT-1 [37].

During the car manufacturing phase, AI should continue to be used for
optimizing production lines, quality control, and automating routine tasks.
This will improve planning and the course of production processes. At the
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same time, it should be noted that given the vast amount of personal data on
mobile platforms, AI algorithms must be secure and guarantee the confiden-
tiality of user data. Privacy and security in this field remain critical issues,
especially in the context of ensuring the prevention of negative consequences
from unauthorized access.

Lastly, it is particularly important to highlight the problem of ethical
choice in preventing the consequences of road traffic accidents. Its resolution
requires the implementation of a mechanism known as “artificial conscience”
[38–40] and is closely linked to various aspects of philosophical science.
The problem of forming a human perception of the environment in AI,
to unify augmented reality platforms for humans and robots [41, 42], also
remains unresolved. These and other aspects should be the subject of further
research.

4 Conclusions

The directions of AI development for mobile technologies discussed in the
article only partially cover the incredibly vast array of relevant issues and
ways to address them. This is why artificial intelligence has become a subject
of study for various sciences today. The divergence of interests can be
so significant that researchers might not understand each other. The need
for coordinating considerations at the most generalized, philosophical level
increases depending on how the essence of human intellect, thinking, and
consciousness is interpreted. These interpretations affect searches in more
specialized fields.

In interdisciplinary areas, like the field of artificial intelligence, philo-
sophical intuitions (as a crucial component of development strategy) play
a defining role not only at the initial development stage but throughout the
entire lifecycle of technologies. The discussion of AI from a philosophical
perspective has numerous facets. Among them, several fundamental philo-
sophical questions can be distinguished. Depending on the answers to these
questions, different foundations will be laid for understanding the essence of
human intellect, its interaction with the world, and the principles of creating
general artificial intelligence. These philosophical aspects of the AI issue
represent the cutting edge of scientific advancement in the context of the
discussed strategy, especially if we talk about the most ambitious task of
creating artificial thinking, consciousness, and intellect.

Modern AI technologies, at best, replicate probable human activities
under certain conditions. An important factor influencing the realization of
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AI’s positive and negative potential is the degree of its autonomy or inherent
freedom. A person who delegates some of their responsibilities to a computer,
smartphone, or smart home system – which under certain circumstances
becomes an “open book” for an AI capable of predicting and influencing
the sequence of device actions – risks a moment when they cannot or do not
have time to intervene in the actions of the chosen device. Thus, human civ-
ilization is entering a new phase where artificial intelligence might gain total
control over society. Therefore, developing AI strategies in relevant sectors,
especially in mobile technologies, will allow timely prevention of possible
negative trends and maximum mitigation of potential critical consequences
of unforeseen developments.

In conclusion, it should be noted that artificial intelligence opens up
prospects for deeper personalization of mobile user interactions, allowing
the adaptation of relevant interfaces in the form of voice assistants and
chatbots. The integration of AI with augmented reality and IoT technologies
creates new opportunities for enhancing user experience. However, this also
raises the issue of educating users so that they can use these new possibilities
most effectively. Adherence to ethical standards and potential regulation of
AI development and implementation processes is essential, considering that
continuous learning is necessary for AI’s optimal functioning and ensuring
multi-platform support. In this context, international cooperation among
developers is strategically important for widespread AI implementation,
capable of providing them with tools for seamless integration of the latest
mobile technologies into specific applications.
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